Computer Networking BTR Bulletsfor July 2004 through August 2004

o Bill Fink, Jeff Martz (CSC), Mke Stefanelli (CSC), and
Paul Lang (ADNET) of the Hi gh End Conputer Network (HECN)
Team assi sted the NSF-funded Dynam ¢ Resource Allocation
via GWLS Optical Networks (DRAGON) Project in setting up
its first inter-canpus dense wave division nmultiplexing
(DWDM |inks between GSFC, University of Maryland Col | ege
Park, and University of Southern California s Infornmation
Systens Institute in Arlington, VA Three 2.4 gigabit per
second (CGbps) DWDM channel s were set up end-to-end. These
links and their Myvaz-based DWDM optical switch and optica
add/drop nultiplexer (OADM infrastructure are particularly
significant as the foundati ons which GSFC s | RAD- f unded
Lanbda Network (L-Net) Project will upgrade to nmultiple 10-
Gbps and extend to McLean, VA for inter-connection via the
Nat i onal LanbdaRail (NLR) with several other research
sites.

o I n cooperation with George Unl (SWALES) of the EOSD S

Net wor k Prototyping Lab (ENPL), the HECN Team set up GSFC s
first inter-building 10 G gabit Ethernet (CGE) |ink between
ForcelO E300 10-CGE switches in their respective | abs - HECN
in building 28 and ENPL in building 32. Testing wll next
turn to nultiple GE nenory-to-nenory data transfers between
conputer clusters in those buil dings.

o The HECN Team al so assisted Uhl, Steve Booth (SWALES),
and GSFC s Ben Kobler (586)-1ed Storage Area Network (SAN)
Pil ot Teamin using Marconi OADM s to enable an inter-
bui l di ng i nterconnection of two 2-CGops Fi ber Channel
switches across a 2.4 Gops DWDM channel whil e anot her DWDM
channel carried |IP-based data traffic.

o Visiting Student Enrichnment Program student Andrea
MacLeod (TA&MW Corpus Christi), nentored by Pat Gary and
Aruna Muppalla (ADNET), assisted in tests |led by

M T/ Hayst ack' s David Lapsley to eval uate nenory-to-nenory
t hr oughput performance i nprovenents gai ned when
substituting Transport Control Protocol (TCP) transport

| ayer software with alternates such as the FAST TCP

prot ocol devel oped by Caltech and the User Data Transport
prot ocol devel oped by University of Illinois Chicago. Wile
many alternates remain to be nore thoroughly tested,
MacLeod' s test plans and the initial results she collected
bet ween GSFC and Tokyo have significant |onger term

use. http://vsep. gsfc. nasa. gov/ 2004/ 2004MacLeod. ht n

0 Pat Gary attended the by-invitation-only Optical Network



Test bed Wor kshop hel d 9-11Aug04 at ARC, and further
coordinated plans for linking GSFC s L-Net wi th other
optical networks. Presentations fromthe Wrkshop are now
avai | abl e at
http://duster.nren. nasa. gov/ wor kshop7/ agenda. ht m .

0 I n cooperation with NCCS and GSFC SAN pil ot system
architects, the HECN Team has proposed that a SAN-over-1P
i nter-connection over the L-Net and NLR between NCCS and
Project Colunbia be investigated as a high throughput
performance option for enabling renote CXFS fil e accesses
and exchanges between the respective SG@ clusters at ARC
and GSFC



